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Abstract: In this information technology era, images 
have become a major part of information processing. 
In the Image registration processing, image plays an 
important role to extract the information about the 
object in various fields like in medical, tourism and 
geological, weather systems forecasting. There are 
many traditional Techniques those have been used to 
retrieve images. It interactively determines the user’s 
query by asking the users whether the image is 
relevant (similar) or not. In content-based image 
retrieval (CBIR) system, effective organization of the 
image database used to improve the performance of 
the system.The study of content-based image retrieval 
(CBIR) technique has become an important research 
issue. In this way, we have Studied and done analysis 
of various features as an individual or in 
combinations.Wefound that image Registration 
processing (IRP) is the key area in above mentioned 
industries. Various research papers through color 
feature and texture feature extraction were studied 
and concluded that point cloud data structure is best 
for image registration process using Iterative Closest 
Point (ICP) algorithm. 
 
Keywords: CBIR, SVM, Feature Extraction, Point 
Cloud. 
 

1. INTRODUCTION 
 

Now a day’s image processing performs a vital 
role in image registration. A new research field was 
born in the 90’s: Content-based Image Retrieval 
aims at indexing and retrieving images based on 
their visual contents. It is also called Query By 
Image Content (QBIC), presents the technologies 
allowing to organize digital pictures by their visual 
features. They are based on the application of 
computer vision techniques to the image retrieval 
problem in large databases. CBIR consists of 
retrieving the most visually similar images to a 
given query image from a database of images. One 
of the main tasks of CBIR is similarity comparison.  

 
1.1. Image Registration Process 

Image registration is an elementary job in image 
processing used for pattern matching of two or 
more pictures taken at different time slots from 

different sensors and from different viewpoints. 
Almost all large industries which appraise images 
call for the image registration as a stalwartly 
associated operation. Literal guesses of anomalies 
where image registration is a major component 
embrace identical for objective reorganization real 
time images are targeted.   

 There are two types of Image registration are 
performed on 3-D datasets first manually and 
second automatically. In manually registration 
human operators are responsible for all the process 
corresponding features of the images are to be 
registered. In sequence to get logically good 
registration results a user has to choose a 
significantly large number of feature pairs 
crosswise the whole images. Manual process is not 
only monotonous and exhausting but also subject to 
discrepancy and limited accuracy. That’s why there 
is a heavy standard needs to develop automatic 
registration techniques that require less time or no 
human operator control [1]. 

Generally there are four supporters’ steps for 
image registration such as:  

• Feature Detection: It is an essential step for 
Image registration. It detect the features like 
closed-boundary fields, ranges, edges, 
outlines, line points going across, angles, and 
so on. 

• Feature Matching: In this step, Process of 
matching the features extracted by Database 
Images and Query image that yield to a result 
that is visually similar. 

• Transform model Estimation: The sort and 
parameters of the so-named mapping 
purposes, uses, getting into line the sensed 
image with the statement, direction image, are 
put a value on. The parameters of the mapping 
purposes, uses are worked out with the help of 
the made certain point letters. 

• Image re-sampling and transformation: The 
sensed image is greatly changed with the help 
of the mapping purposes, uses. Image values 
in non-integer orders are worked out by the 
right interpolation expert way of art and so on. 
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1.2 Fundamentals of CBIR System 
In typical CBIR systems, the visual content of the 

pictures are extracted from the database. And it 
described by multi-dimensional feature vectors. 
These features vector of the images in the database 
forms a feature database. To retrieve the images, 
users offer the retrieval system with example 
images.There are three main components used in 
this CBIR system such asUser’s Query, Database 
Unit and Retrieval system. 

• Query unit: Query unit randomly selects an 
image from the database and then three 
features are extracted and stored as a feature 
vector. The three features are color, texture, 
and shape. The color feature used is the color 
moment. Extracting the color feature, first, the 
image is transformed into color space and then 
the image is partitioned into the grid. There 
are some moments are extracted. To extract 
the texture feature pyramid structured and 
tree-structured wavelet transform is used. The 
image is transformed to grayscale and 
daubechies wavelet is applied. Finally, the 
entire features are combined from the feature 
vector of the query image. 

• Database unit:In the database unit feature 
vectors of all the images are extracted and 
stored as a feature database (FDB). For 
comparison query, image and database images 
should have similar features and they must be 
of the same length. So similar to the query 
unit Color, Texture and Shape features are 
extracted. 

• Retrieval unit:This unit takes the feature 
vector of the query image and feature 
database. It then performs an SVM 
classification. After that, the query image is 
classified into any one of the class. Then it 
computes the similarity between the query 
image and the images in that class where the 
query image is classified and the top 20 
images are retrieved 

 

 
Figure 1: Block Diagram of CBIR 

1.3. CBIR Applications 
There are many applications for CBIR 

technology as below: 
• To identification of defect and fault in 

industrial automation. 
• It is used as face recognition & copyright on 

the Internet. 
• In medical plays a very important role in 

Tumors detection, Improve MRI and CT scan. 
• For the weather forecast, satellite images. 
• To map making from photographs. 
• For crime detection using fingerprints 

matching. 
• In the defense used for detection of targets. 
 

1.4. Feature Extraction 
The feature extraction techniques are used to 

extract the features. There are some featureslike 
color, texture, shape, and feature vectors etc. 

• Color: Color is a property that depends on the 
reflection of light to the eye and the 
processing of that information in the brain. 
We use color every day to tell the difference 
between objects, places, and the time of day. 
Usually, colors are defined in three-
dimensional color spaces. Color feature 
extraction usages color space, color 
quantization & similarity measurement key 
components. These could either be RGB (Red, 
Green, and Blue), HSV (Hue, Saturation, and 
Value) or HSB (Hue, Saturation, and 
Brightness). Histogram, Block-based; Color 
histogram moments are particular examples 
where color types are used to retrieve images. 
Color is widely used for image representation 
and independent of the size of an image. 

• Texture:  Texture is that innate property of all 
surfaces that describes visual patterns, each 
having properties of homogeneity. It contains 
important information about the structural 
arrangement of the surface, such as; clouds, 
leaves, bricks, fabric, etc. It also describes the 
relationship of the surface to the surrounding 
environment. 

• Shape: Shape defined as the characteristic 
surface configuration of an object; an outline 
or contour. Shape does not mention to the 
shape of an image but to the shape of a 
specific region that is being sought out. It 
permits an object to be distinguished from its 
surroundings by its outline. Shape 
representations can be generally divided into 
two categories: Boundary-based, and Region-
based. Shape descriptors may also need to be 
invariant to translation, rotation, and scale. 
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• Feature Vectors:  In pattern recognition and 
machine learning, a feature vector is an n-
dimensional vector of numerical features that 
represent some object. Many algorithms in 
machine learning require a numerical 
representation of objects since such 
representations facilitate processing and 
statistical analysis. When representing images, 
the feature values might correspond to the 
pixels of an image, when representing texts 
perhaps to term occurrence frequencies. 

 
1.4.1. Basic architecture of Feature Extraction 
System 

Figure 2 : Feature extraction System 
 

1.4.2 Feature Extraction Techniques 
There are following techniques used as follows: 

• Color-Based Feature Extraction: There are 
following Color Feature Extraction namely 
first one is Color moments and another one is 
Color Auto-Correlogram. 

• Color moments: Color moments are measures 
that characterize color distribution in an 
image. Each comparison between images 
results in a similarity score, and the lower this 
score is the more identical the two images are 
supposed to be. Color indexing (CI) is the 
main application of color moments. Images 
can be indexed, and the index will contain the 
computed color moments. Color moments can 
be computed for any color model. Three color 
moments are computed per channel (9 
moments if the color model is RGB and 12 
moments if the color model is CMYK). 

 

• Color Auto-Correlogram: Correlogram can be 
stored as a table indexed by pairs of colors 
(i,j) where d-th entry shows the probability of 
finding a pixel j from pixel i at distance d. 
Whereas an auto-correlogram can be stored as 
a table indexed by color I where d-th entry 
shows the probability of finding a pixel i from 
the same pixel at distance d. Hence auto-
correlogram shows the spatial correlation 
between identical colors only [2]. 

• Texture-Based Feature Extraction: In this 
Text-based technique, there is some Texture 
properties include including Coarseness, 
Contrast, Directionality, Line-likeness, 
Regularity, and Roughness in the image. There 
are some methods of classifying texture such 
Wavelet Transform and Gabor Wavelet. 

• Wavelet: As a mathematical tool, wavelets 
can be used to extract information from many 
different kinds of data, including audio signals 
and images. Wavelet analysis allows the use 
of long time intervals where we want more 
precise low-frequency information. It is 
capable of revealing aspects of data that other 
signal analysis techniques miss aspects like 
trends, breakdown points, discontinuities in 
higher derivatives, and self-similarity. 
Wavelet analysis can often compress or de-
noise a signal without appreciable degradation 
[3]. 

• Gabor Wavelet: The Gabor filter, named after 
Dennis Gabor, is a linear filter used for edge 
detection. Gabor filter is also called Gabor 
wavelet). It is widely adopted to extract 
texture features from the images for image 
retrieval. Conceptually Gabor filters are a 
group of wavelets, with each wavelet 
capturing energy at a specific frequency and a 
specific direction. Frequency and orientation 
representations of the Gabor filter are similar 
to those of the human visual system. Gabor 
filters use the Fourier transform of the 
harmonic function and the Fourier transform 
of the Gaussian function for the extraction 
purpose. Texture features can then be 
extracted from this group of energy 
distributions. The frequency and orientation 
tunable property of Gabor filter makes it 
useful for texture analysis [4].  

 
1.5. Performance Evaluation 

In CBIR system the performance of a retrieval 
system is evaluated based on several criteria. So, 
some of the commonly used performance measures 
are average precision, average recall, average 
retrieval rate .All these performance measures 
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parameter are computed using precision and recall 
values computed for each query image. 

Precision means the percentage of your results 
which are relevant retrieved out of total retrieved 
images. On the other hand, recall refers to the 
percentage of total relevant resultsout of total 
database images correctly classified. 

 
2. LITERATURE SURVEY 

 
In this literature survey we analyzed various 

research papers that described the new trends of 
CBIR techniques by various authors in various 
domain of computer vision and its applications. 
Apart from that some technical aspects of current 
content-based image retrieval systems is 
discussedalso.There are many existing technical 
aspects describe as below: 

 
2.1 Overview of Support Vector Machine (SVM) 

Support vector machine (SVM) was proposed by 
V. Vapnik in mid-1990.It is the most popular 
machine learning algorithm in the last decade. 
Currently, SVM as a powerful tool in machine 
learning was widely used in data mining like a 
CRM project. Now a day’s it is widely used as the 
baseline in computer vision, pattern recognition, 
information retrieval, and data mining also. It is 
used to find the linear separating hyperplane of a 
binary labeled dataset. It is a classifier defined by a 
separating hyperplane. 

 
Figure 3: SVM maximize the Hyperplane and Margin two 

different class Red Star and Green plus(under 2D) 
 
SVM model represents the examples as points in 
space, mapped, So that the examples of the separate 
categories are divided by a clear gap that is as wide 
as possible. It is used to performing linear 
classification and non-linear classification. It 
provides implicitly mapping their inputs into high-
dimensional feature spaces. 
Classifier achieves this by making a classification 
decision based on the value of the linear 
combination of the features.  

SVM is a binary classification method that takes 
as input labelled data from two classes, after that it 
produces the outputs as a model file for classifying 
new unlabeled/labelled data into one of two classes. 
Mainly two basic steps like training and testing. 
Training an SVM involves feeding known data to 
the SVM along with previously known decision 
values, thus forming a finite training set. 

There are two class classification problem as 
input data is mapped into higher dimensional space 
using RBF kernel and hyper plane linear classifier 
is applied in this transformed space utilizing those 
patterns vectors that are closest to the decision 
boundary. 

Let m-dimensional inputs= xi (i= 1,2,3 . . 
.,………M)  belong to Class –“*”or  Class –“+” and 
the associated labels be yi= 1 for Class A and −1 for 
Class B.  

Here Class -A is Red Star and Class -B is Green 
Plus. 
Decision function for SVM is 
D(x) = w T x + b;(i) 
Where w is an m-dimensional vector, b is a scalar, 
and yi 
D (xi) ≥1 for i=1, 2, 3. . .,M.                         (ii) 
The distance between the separating hyper plane 
D(x) = 0 and the training datum nearest to the hyper 
plane is called the margin. The hyper plane D(x) = 
0 with the maximum margin is called the optimal 
separating hyper plane. 
 
2.2 Surface Based Image Registration 

The 3-D edge surface of an anatomic object or 
composition is innate and gives major geometrical 
feature data that can be promoted in the medical 
industry for image registration. These registration 
methods fasten shaping corresponding surfaces in 
different images and computing the transformation 
that can be used for aligning these surfaces. Surface 
representation of points on the surface is just one 
thing that can be collected. A facial view surfaces 
an implicit surface or a parametric surface like a B-
spline surface. Extraction of surfaces such as the 
skin or bone is fairly easy and head CT and MR 
images automatically [5]. 
  Image registration is widely used remote sensing, 
medical imaging, computer vision, and in many 
others. Surface Based Image Registration technique 
is divided into following main groups such as: 
• Different Times (Multiview registration): 

Images of the same view are acquired at 
different times. The mean is to find and 
estimate changes in the view. 

• Different Viewpoints: Images of the same scene 
are acquired from different perspectives. The 
aim of a large 2-D view or a 3-D representation 
of the scene being imaged is to gain. There are 
some applications like remote sensing:  for 
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mosaicing of images of the surveyed area and 
Computer vision for shape recovery. 

• Multimodal modal image registration (Different 
Sensors): Image of the same scene is acquired 
from a different source of sensors. The main 
aim is to integrate the information obtained 
from different source streams to gain more 
detailed scene representation. 

 
2.3  Iterative Closest Point Algorithm (ICP) 

This algorithm is used to evaluation on 3D 
medical data. There are different ICP variants can 
be classified according to different criteria such as 
Selecting subsets from the given 3D data sets, 
finding correspondence points, Weighting the 
estimated correspondence pairs, Rejecting false 
matches, Assigning an error metric, Minimizing the 
error metric.ICP algorithm is a general-purpose, 
representation-independent shape-based the number 
on a list algorithm that can be used with a range of 
geometrical early persons including point puts, line 
part puts, triangle puts (much-sided comes to the 
top), and if true, then some other is necessarily true 
and parametric curves and comes to the top. 
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Where   yj=C(T(xj),y)                    (iv)  
 
2.4 Academic proposals 

Literature survey is most important for 
understanding, extracting and gaining much more 
knowledge about specific area of a subject.In this 
paper many existing proposals studied to image 
retrieval as: 

M.E. ElAlami, [6] discussed the 3D color 
histogram and the Gabor filter algorithm is able to 
effectively describe various properties of the image. 
A new model integrated the color coherence vector 
and wavelets features to enhance retrieval 
performance. There are two sequential strategies 
performed, preliminary and deeply reduction, for 
extracting the most relevant features set. After that 
this strategy is used to reduce the search space and 
consumed time in the retrieval process. 

Darshana Mistryetal. [7] presented by this paper 
a survey of Image Registration. It is possible to two 
or more of the same scene taken at different times, 
from different viewpoints, or different sensors such 
as references and sense images. They are classified 
according to area based and feature based. It has 
four steps of the image registration process. 

1. Feature detection 
2. Feature matching 
3. Transform model estimation 
4. Image transformation and Re-sampling. 

B.Bohra, et.al[8], presented in this paper, a 
technique to minimize time and error in the surface 
based image registration process of 3-D data sets 
using Point Cloud data structure. Normally used in 
the medical industry to store the CT images, MRI 
images and Tumor images and also used to make 3-
D models of real objects, which is the best suitable 
for the image registration process of 3-D data sets.  
I.C.P algorithm which registers two 3-D data sets 
and find the closest points into data sets as per 
giving tolerance distance. 

N.Ali, et.al.[9] presented in this paper, the 
performance enhancement of image retrieval. The 
Standard images are constructed by following the 
rule of thirds that divide an image into nine equal 
parts by placing objects or regions of interest at the 
intersecting lines of the grid.So, color and texture 
feature gives an efficient and appropriate result in 
the human visual system. 

Neha Janu, PratisthaMathuretl[10]  presented the 
Gabor feature extractions have higher accuracy 
compared todiscrete wavelet transform and discrete 
cosine transform. The analysis of the better result of 
Gabor features, it is analyzed that Gabor is better 
extraction technique for edge or shape features 
extraction compared to DWT and DCT feature 
extraction. In DWT and DCT feature extraction, the 
feature is extracted from Low-frequency feature 
subband (LL) and other frequency band are 
discarded so some of the features are lost which is 
the cause of lower accuracy compare to Gabor. 
Gabor with scale projection achieved better 
accuracy compared to Gabor without scale.  

Somnugpong and Khiewwan[11] presented the 
combination of two new methods like image texture 
and spatial correlation of pairs of color in feature 
provides more robustness to the high changing 
image. To give averaging precision also better the 
existing methods. By using color correlogram will 
treat information about spatial color correlation, 
while EDH provides the geometry information in 
the case of the same image but different color. It is 
a combination of low-level features gives a better 
result than an individual feature. Euclidean distance 
is used for similarity measurement. 

Atif Nazir et.al[12] presented the Global feature 
including shape descriptors, contour representations, 
and texture features. CBIR strategy combines the 
local and global features for low-level information. 
In this paper, they have proposed a new CBIR 
technique to fuse color and texture features. Color 
Histogram (CH) is used to extract color information. 
Texture features are extracted by Discrete Wavelet 
Transform and Edge Histogram Descriptor. The 
features are created. They have combined two or 
more features give better outputs as compared to 
one feature. So, color and texture feature gives an 
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efficient and appropriate result in the human visual 
system. 

Neha Janu, Pratistha Mathuretl, [13] presented 
the feature extraction technique in the frequency 
domain. There are three feature extraction 
technique used likes Gabor filter, Discrete Wavelet 
Transform and Discrete Cosine Transform. 

J.Cook, etal. [14] presented a new method for 3D 
face recognition using Iterative Closest Point(ICP) 
algorithm. It is used for registering rigid portions of 
the face and statistical modeling of registration 
error over a specified region for comparison is 
presented. This method uses 3D registration 
techniques. ICP algorithm is employed to establish 
a correspondence between test and target and to 
compensate for the non-rigid nature of the surfaces. 

RuigangFu et al. [15] provided mainly features 
representations and similarity measures. This paper 
applies convolution neural network (CNN) to CBIR 
and uses linear support vector machine (SVM) to 
train a hyperplane which can separate similar image 
pairs and dissimilar image pairs to a large degree. 
Experiments show that the method can significantly 
improve the performance of CBIR for object image 
retrieval tasks. This Research paper a CBIR system 
based on CNN and SVM, where CNN is used to 
extract the feature representations and SVM is used 
to learn the similarity measures. 
 

3. CONCLUSIONS AND RESEARCH 
MOTIVATION 

 
In this paper brief summary of image retrieval 

and its basic structure is discussed. Many 
researchers have been implemented many feature 
extractions techniques to retrieve the images from 
the training database. Each of these databases 
includes a variety of different images with different 
colors, shapes, and textures. Color histogram (RGB 
and HSV) is used as a feature extraction technique 
for retrieving images based on color and Gabor 
filters are found to be best for implementing texture 
based extraction. At last the classifier support 
vector machine (SVM) and Surface-based image 
registration techniques are widely used in 3-D Data 
sets image registration in various industries. Point-
based image registration technique is most popular 
and efficient in the entire surface based image 
registration techniques with famous algorithm ICP 
(Iterative Closest Point), which is used for better 
image registration.Based on study of various papers 
it is concluded that support vector machine makes 
this task more easy and effective. ICP algorithm 
selects the most informative images that satisfy the 
user’s requirement and gives effective results. In 
future directions image registration in 3-D datasets 
can be done with SVM and ICP. 
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