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Abstract: Technology has flooded human being with information,
we just need to dial the text and search a complete heap of data
which is later segregated according to its usefulness. However, this
segregation is very difficult and involves usage of a brilliant mind.
Here comes the use of Automatic Text Summarization (ATS),
which condenses this information into useful information, saving
user's time and attracts a complete ground for research work in
Natural Language Processing (NLP). In this paper various
statistical and linguistic features for a sentence are discussed.
Based upon these features, weight is assigned to every sentence.
According to this weight, importance of a sentence is decided into
the summary. The summary generated by this method covers
maximum theme with less redundancy. This work is done for the
Hindilanguage.
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processing, statistical and linguistic features, SOV qualification.

1. INTRODUCTION

Text summarization is defined as a condensed overview of the
source text into a shorter version, without affecting the
information content of the original text. In the current scenario
for reading large amounts of text, text summarization is an
important technique. According to Eduard Hovy, “A summary
can be defined as a text that is produced from one or more texts,
that contains a significant portion of the information from the
original text, and that is no longer than half of the original text”
[1]. Text summarization is useful in everyday life like headlines
of news, abstract summary of technical paper etc.

Extraction and Abstraction text summarization are the two
categories of automatic text summarization. In extractive text
summarization, sentences or phrases are selected with highest
importance from the original one and new shorter text will be
created by putting them together without making any change in
the originality. In abstractive text summarization, linguistic
methods are used to examine and interpret the text. The
extraction method is widely used.

For this research work the Hindi language is taken into account.
The Hindi language has been written in Devanagari script and
contains the largest set of letters. Hindi is the official language
of India. It is the native language of most of the states and
people residing Fiji, Surinam, Mauritius and Nepal. There has
been done so much work on various languages like English,
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Punjabi, and Bengali etc. These are the reasons to choose the
Hindi language for this experiment.

The paper discusses the “importance of the sentences in the
generated summary”, is decided based on various statistical and
linguistic features of sentences, so that meaningful sentences
are extracted from the text. Based on these feature overall score
is calculated for each and every sentence. In this work, we have
suggested six statistical and two linguistic features to be
applied. It uses Hindi WordNet for assigning appropriate part-
of-speech to every word within a sentence for checking SOV of
the sentence[2]. The paper is arranged in the following sections
as, feature extraction methods are described in Section II.
Related work is described in the Section III. The proposed
procedure is mentioned in Section IV. Section V summarizes
the paper and states the future work.

2. METHODS OF FEATURE EXTRACTION

Feature extraction methods are classified into three categories
as described below,

2.1 Statistical Method

Statistical method deals with the statistical distribution of
features like extraction of keywords, phrases etc. and this is
done without comprehend the document. It uses classification
and information retrieval technology. Classification classifies
the sentences that can be part of the summary depending
on the training of the data. While information retrieval
technology uses various features like position, sentence or word
appearance in along document etc.

2.2 Linguistic Method

This method allows computer to analyze and choose suitable
sentences and thus the linguistic knowledge is must to be
known. It establishes term relationship in the document by
grammar analysis, by tagging part-of-speech, usage of
thesaurus and emerges out with valuable sentences. Parameters
can be cue words, title feature, noun and verbs in the sentences
[3].

2.3 Hybrid Method

For short and meaningful summaries both previous methods are
combined in this approach.
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3. RELATED RESEARCH

In the field of automatic text summarization a lot of work has
been done for English like language but for Hindi language it is .
still a few. Surface and indicators was an important part of the Segmentation
decision of the earlier research used to summarize the text, but

now a day's some advanced techniques are used. Some previous

works are mentioned in “Tablel”.

Hindi Text Document
Sentence

Tokenization
Table 1 : Related Work on ATS
Paper Features for Extraction Dowigiii
& Domain PI'E]}]'GCESS][IE Step “
H. Luhn, 1958[4] The frequency of word Technical Stop Word
and phrase Papers Eemoval
H. Edmundson, Won frequency, cue phrases, .
title words and sentence Articles
1969 [5] )
location.
D Das and A, Marins; Term and sentence weighting. News Sll!'ﬂll]l.i]lg
1995 [6]
Topic identification, . T
E. H. Hovy, 1998 [1] interpretation News Eltrﬂﬂ’lll‘lg Word & : Statistical &
: Linguistic
and Generation. Sentence Feature IR
H. Jing and Lexical coherence, tf*idf score, . Features
Domain
K. McKeown, cue phrases and Sentence iderendent
2001 [7] positions. F
S. Gholamrezazadeh, S . i
M.Salehi and Zrerr‘nufmif)‘ﬁm © News
B. gholamzadeh, 2004[8] ’
A. Kiani-B and N Genetic Algorithm
M. R. Akbarzadeh-T, Title and thematic words anf:;]s
2006 [9] s
L. Suanmali, N. Salim Title Function, length, proper DUC Fig.1. Proposed Model
and M. S. Binwahlan, nouns and location of 2002
2011[10] heavy items. 4. PROPOSED MODEL
C. Thaokar and Statistical and linguistic Hindi text Hindi text summarization includes preprocessing and feature
L. Malik, 2013 [2] feature, SOV qualification. document extraction as the initial stage. Preprocessing is important as it
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provides clean and adequate representation of source
document, then extraction of feature terms is important as it
helps in extracting most relevant sentences. As shown in
“Fig.1,” two major steps, preprocessing and feature extraction
are included in the very initial stage of our proposed model.

4.1 Preprocessing Step

It prepares the text document for further analysis. A sample

Hindi text is shown in “Fig. 2. Preprocessing involves three

steps as defined below.
| Read - Notepad [l sl

File Edit Format View Help

BTt wog & reamer oha I ST @ FEhE &7 Aeg & g e

AT el § HA §Y 9T & & W A AW A &1 FH Sew & Ay 7

g A §, 59 AEHE O W00 § 9w WA Siicel AT & T Jgel tr

TerlT & AT FT Fear &

4.1.1 Sentence Segmentation

In this process, the text document is divided into constituent
sentences. In Hindi, sentence is segment when sentence ends
with purna viram (|) and Question mark (?). “Fig. 3" shows the

result of sentence segmentation.

" Segment1 - Notepad [E=N ECR =)

File Edit Format View Help

it waag e o AT 390 A dgifal & Aeg & gad arfamt
UHT el T A g1 777 £ & ¥ F A= =ar 2

Pt Sene & a & 9w W &, 5 AGEW T W § 30 Fee Sw
AT & T 9gel T GEir 7 @i BT dewar o

[am] »

Fig.3. Result of sentence segmentation

4.1.2 Tokenization

The sentence is further split into tokens or words in this process
and spaces, commas and special symbol were identified. The
result of tokenization is stated in “Fig. 4”.

| Token - Notepad =

File Zdit Format View Help

“§r2173y

i

Fig.4. Result of tokenization
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4.1.3 Stop Word Removal

Stop words are the common words that don't have their own
meaning. To remove stop words from tokens, this step is
performed. Some of the examples of the stop words are articles,
functional words, prepositions, conjunctions, etc. These should
be eliminated for efficient and short summary. A list of total 170
Hindi stop words is prepared and used in this step. Some
examples of Hindi stop words are mentioned in “Table II”.
“Fig. 5 is showing theresult of stop word removal step.

Table 2 : Stopword List: Some Examples

£ 433§933899537:
1737242414143 22%

3333939848 3833%7%:1
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{E=1 o =

| StopWord - Notepad

File Edi Format View Help
B B
Goict

Qlilil

Ei

FeRT

Lzacen =

v

Fig.5. Result after stop word removal

4.1.4 Stemming

In this step roots or stem words are identified to get the common
origin, so that suffixes are removed from the words to get
common origin of the words. Syntactically similar words such
as plurals, verbal variations, etc. are considered same. For e.g.

Fel, FeTeal, wefsEl are considered similar as they all are
derived from a stem word %&Fl. The result of this step is shown
in “Fig. 6.

] Semming - Notepad
Fie Edt Format View Help

Fig.6. Result of stemming.

4.2 Feature Extraction

The analysis of documents for the text summarization is initiate
in this phase. In this phase every sentence is represented by a
vector of feature terms. These terms are used to check both
statistical and linguistical features. For ranking, each sentence
is given a score, this score ranging between 0 to 1. For each and
every sentence the value of eight features are calculated.

4.2.1 Average TF-ISF (Term Frequency Inverse Sentence
Frequency) (F1)

In this step, analysis of distribution of each word is performed
over the document, and called term frequency (TF). Whereas,
the term that are more useful than others are occur in few
sentences, but maximum frequently within the sentence is
called ISF.

TF = Word occurrence in the sentence (Si)/Total number of
words in the sentence (Si) 1)

SF=log[Total Sentences in the document/Number of times the
word occur] 2)

Then the average TF * IDF is calculated for each sentence and
assign a weight accordingly.
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=)

" tsisf - Notepad

File Edit Format View Help
Efehd AG ST ofld 34d Sl Aog 59 Alds (Ad &id 37 &
ATAT ST i |

»

siewa TF = 0.07
|ISF =0.5596157879354227

Fig.7. Result of TF-ISF feature

4.2.2 Sentence Length (F2)

This is a required feature in generating summary. In summary,
short sentences such as names, date lines etc. are not important.
Lengthy sentences may have lot of redundant data and hence
are excluded in the summary. So we remove either too short or
too long sentences from the summary.

SL=0
Otherwise,

SL = Sin ((Len —Minimum L) * (Maximum_ 6-Minimum_
0) / (Max L —Minimum_Len))) 4)
Where,

Len=Length of sentence

€)

ifLen<Minimum L orLen>Maximum Len

Minimum_L=the minimum length of the sentence
(Minimum_L = 0 in this experiment)
Maximum_L=the maximum length of the sentence
(Maximum_L =25 in this experiment)

Minimum_6 = Minimum Angle (0°)

Maximum_6 = Maximum Angle (180°)

= | Bl =)

j Sentencelength - Notepad

File Edit Format View Help
Eieha THE ST ST 344 Pl AcE Sd Ala® A &I 3\ 7 ©
ATAT SATd

No. of words= 15
SL=-0.9705352835374847

m

Fig.8. Result of sentence length feature

4.2.3 Numerical Data (F3)
It is used to represent important mathematical or statistical
analysis providing vital information in adocument.

Sentence=1, if digit exist (5)
Otherwise,
Sentence =0, if digit do not exist (6)
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| NumericalData - Notepac E=RECR >

File Edii Formal View Help

My data[siiew, g, gledidl, oNa, 26i, ogia, Hed, sd, «difdc, Qeed, diel, 14, 4, Hidl, ild] =
ihl data[gm, sfewr, @y, M@, &1, TR, WM, AT, g, |26, &)

21\; datalse =Fews, &, dwm. TiEe, FOT A, SR, FHAE, T R A

213: data[d+ifde, dgna, silend, siul, xfm, dHa, se, siedd, f@d, Haig] I
21\): datalge, raemrdr, sneeh, afzamn

iha data|@Fae. ®v. 1, 3w aF, AEa Avaar, v, g4, AUE, W, g7 AW AN I, &, S,

1

Fig.9. Result of numerical data feature

4.2.4 Sentence Position (F4)

The position of a sentence in the text is used to decide the
importance of the sentence. As the theme of a document is
defined in the starting and the conclusion or summarization is in
the end of the text so a threshold value is taken to decide the
number of sentences to be retained in the beginning and at the
end.

S P=1, forthesentenceinthebeginningandintheending (7)
for Remaining sentences, F4 is calculated as

S P=Cos((C_P-Minimum_V)*((Maximum 6-Minimum_6)/
(Maximum_V — Minimum _V))) (®)
Where,

Minimum_V =Nos*TRESH (Minimum Value of Sentence)
Maximum V=Nos*(1 — TRESH) (Maximum Value of
Sentence)

TRESH =Threshold value (10% in this work)

Nos=Number of sentences

Minimum_6 = Minimum Angle (0°)

Maximum_6 = Maximum Angle (180°)

C_P = the current position of the sentence

oo s |

j sentencePosition - Notepad
File Edit Format View Help
TRESH= 0.1 B
ST WAZ GIEalal 31d 348 Sl Hog 56 Alde JIH SHid ATH T
ATAT ST

SpP=1

& Siiethd i {1 §H HEHH FATS el qorel el Hedar

S_JF’ =-0.5857349449976045

m

Fig.10. Result of sentence position feature

4.2.5 Title Feature (F5)

Title itself is smallest summary which represents the theme of
the document. Words in the title carry higher weight and make
the sentences including them a possible candidate to be used in
the summary.

TF = WoS N WoT(9)
Total words in title
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Where,
WoS =Number of words in a sentence
WoT =Number of words in a title

=)

ﬁ Titlefeature - Notepad

File Edit Format View Help
STTethel WHE GHECTAT Si1d 3081 el Agg 56 Aldeh (A &d 38 ¥
HIET F1d ‘

TF=0.3333333333333333

&H Eliehd a 89 §HA HAeqH TAM dAicd qoTl aell dodar
TF=1.0

Fig.11. Result of the title feature

4.2.6 Sentence to Sentence Similarity (F6)

In order to determine the similarity between different
sentences, sentence to sentence similar characteristic is use. For
this match, stem words are used.

N
$SS =Yim (i, )i #
=

Sim (i, j) = WoS(Sj)/Total words in sentence(Si) (11)
Where,
NoS= Number of sentences
WoS = Number of words in a sentence (S;j)
j sentence Similarity - Notepad EI

File Edit Format View Help

ST THE QIFaTAT oifd 378 HETe Acq 5d ANde UHAS e JH F ILI
HIAT =Td

SSS=0.07

§H STt i WW §A AEH WA Sfed defedl el Hedar

§55=0.14

Fig.12. Result of sentence to sentence similarity feature

4.2.7 SOV Qualification (F7)

A sentence must include a subject and a verb. In Hindi,
<Subject><Object><Verb>is a typical word order. This is why;
the Hindi language is called "SOV" language. For SOV
qualification each word of the sentence is marked with their
respective part-of-speech tag [11-12]. The lexical database
used in this study is Hindi WordNet 1.4, developed by IIT
Bombay.

Every sentence in the text is examined for SOV qualification. If
the first word in the sentence is a noun, then it is marked as the
Subject SOV of the sentence. This process continues till the
end of the sentence, if the last word is a verb in the sentence then
this sentence is qualified as SOV sentence. Only those
sentences which are qualified as SOV will be used for further
processing [2]. A sentence is checked for SOV qualification

after removing the stop words. For example, St &9z aremr
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S eIiE! Heg o el AHH e S &Y HHT ST

Pos Tagging & Sov Qualification

Word POS Sov
K NOUN Subject SOV
= NOUN Object SOV
AT ADJECTIVE Object_SOV
S NOUN Object_SOV
FaTet NOUN Object SOV
T NOUN Object_SOV
g VERB Object_SOV
et NOUN Object_SOV
= NOUN Object SOV
A NOUN Object_SOV
o ADJECTIVE Object SOV
wq NOUN Object SOV
LI VERB Verb_SOV
ST VERB Verb_ SOV

4.2.8 Subject Similarity (F8)

The analysis of this step is similar to the previous step, as
previous step is characterized by the subject of the sentence; in
the same way in this step also we found whether the subject of
the sentence is similar to the theme. Thematically similar
function may be the same, in terms of the title and the sentence
examination.

Sub S=1, if POS is noun and root value of title and
sentence is equal (11)
Otherwise,
Sub_S=0 (12)
| | total_OUTPUT - Notepad = -o =] ~
File Edit Format View Help
sTewa g 37w darfa® oo fafvaa ﬁqﬂﬁi b
Sietha
1
B
0
T
0 -
EEIEC 1
0
=}
0
[GIEEG]
]

ICErin] N
0 -
Fig.13. Result of subject similarity feature

*
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5. CONCLUSION & FUTURE WORK

Hindi is our national language, and most spoken language in the
India. In this work, an auto text summarization technique is
proposed. This work explains six statistical and two linguistic
features extraction method, to get significant sentences. This
proposed method is already implemented in Java and would be
used further to generate a summary and could be used by
researchers to conclude and explain lengthy text in a very time
efficient manner. In future, genetic algorithm would be used in
this work to generate a summary of the Hindi text.
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