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Abstract- Diabetes mellitus, a non-communicable 

disease that significantly impacts human’s life today, 

with over 62 million individuals affected in India 

alone. This prevalence is largely attributed to modern 

lifestyle and work culture changes, which elevate 

blood sugar levels to dangerous heights Managing 

diabetes is costly, requiring lifelong medication. This 

research leverages Big Data and Machine Learning to 

develop predictive models using extensive medical 

data. By analysing factors such as BMI, sex, family 

history, HbA1c, and area of residence, aim to predict 

diabetes onset and progression. Along with these 

factors this research works also emphasis on 

gestational diabetes which occurs in pregnant ladies 

only during their pregnancies without any previous 

history. In our observation we incorporated study over 

4236 Indian patients, achieving an 85% accuracy rate 

in predicting diabetes onset. Our models identified 

that individuals with a BMI over 25, a positive family 

history, and elevated HbA1c levels had a 70% higher 

risk of developing diabetes. Additionally, urban 

residents showed a 20% higher probability of diabetes 

compared to rural dwellers. These findings 

demonstrate that integrating Big Data and Machine 

Learning can enhance predictive accuracy and 

reliability in medical systems, potentially reducing the 

time and costs associated with diabetes management. 
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1.  INTRODUCTION 

 

Insulin is a hormone secreted by the β cells of the 

pancreatic islets of Langerhans which helps the 

body to process the blood sugar also known as 

blood glucose to be used for energy [1]. Diabetes is 

the malady in which the human body is unable to 

process the blood sugar. It is because the body 

either does not generate ample amount of insulin or 

is inefficient to use the insulin properly that it 

creates. Insulin’s prime functions is to maintain the 

blood glucose level by facilitating cellular glucose 

uptake, regulation of carbohydrates, lipids and 

protein metabolism. Due to insulin shortage in 

blood, the blood sugar level in the body becomes 

high. A large number of people are affected by 

diabetes disease now days and those who are not 

may get it in future if they follow the same 

unhealthy life style as they do now. Diabetes can be 

categorized in three types -  

Type 1 diabetes occurs when pancreas Beta cells are 

unable to generate ample amount of insulin in body, 

because the immune system erroneously damages 

the cells in pancreas that produce insulin. It is found 

in kids and adolescents.  

In Type 2 diabetes pancreas produces insulin but not 

in enough quantity which is required by the body. It 

is generally found in adults.  

Type 3 diabetes is also known as gestational 

diabetes which occurs in pregnant women. It is 

developed in the sixth month that is between the 

24th week and 28th week; it disappears after the birth 

of the baby. 

 Diabetes depends upon a number of risk factors. 

The prime goal of this effort is to find about how 

different factors affect the probability of having 

diabetes. In this project we have developed a model 

which will take in account current health conditions 

of the patients and predict the probability to get this 

disease in future. In the past few decades this 

disease has become major concern of our medical 

society. In previous some years the medical society 

has generated a large amount of digital data as most 

of its department has been digitized has 

pharmaceutical department, all the tests done now a 

days are digitized using these results models can be 

trained to cure this disease[2]. 

Today Machine learning have solved this problem 

considerably but integration of big data and ML 

together can result in unexplored horizons and 

efficiency of this system. In Medical field the main 

focus is on accuracy rather than time taken as 

correct output is the demand. So after attaining a 

certain level of accuracy then time could be 

considered. Hence we try to reach a good accuracy 

score by applying different ML algorithms. 

 

2. OVERVIEW OF DIABETES MELLITUS 

  

Diabetes mellitus is not a single disease but a group 

of diseases that does not allow the human body to 

normally utilize the sugar or glucose in the blood. 
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This causes unwanted fluctuation of the sugar level 

in the body that may lead to adverse health 

conditions of a person. Blood glucose being the 

most important source of energy for the muscle and 

tissue cells and also for the brain functioning. Due 

to this condition, clinically termed as diabetes 

mellitus a significant portion of the natural sugar 

intake of a person is flushed out of body in form of 

urine. This is so as body is unable to produce 

required amount of insulin that is required to 

convert the glucose in blood to enter the cells and 

produce energy. 

Overall diabetes is irreversible but it may revert 

back in two special cases i.e. one is prediabetes and 

secondly gestational condition. In prediabetes, a 

person have high sugar level but not so high that it 

could be termed as diabetes. Gestational diabetes is 

a temporary diabetic condition that is observed in 

women during their pregnancies. 

It has been observed that skin thickness is also 

affected by the insulin level in the blood. Blood 

glucose level does not considerably affect the skin 

thickness but the lack of insulin in the body causes 

the inner skin cells to loosen and so resulting in the 

reduction of the skin thickness noticeably. 

After getting affected by diabetes there is no other 

option to follow the doctor’s prescription but before 

getting diabetic there is a considerable chance of 

reverting it as mentioned in the prediabetes 

condition. This model also undertake the same and 

attempts to tell a patient that he/she is likely to be 

diabetic or not. In future, model can be further used 

with extra parameters to classify the diabetes as 

reversible and irreversible. Hence helping a person 

to take necessary steps suitable to the situation. 

Hence all this information is required to be 

considered during the model development and 

classification. 

   

 

2. BIG DATA ANALYTICS AND MACHINE 

LEARNING USING HEALTH CARE 

 

A huge amount of raw unprocessed information is 

generated every single day in every field which has 

given birth to a new term which is known as big 

data. Healthcare is also one of these fields which 

deals with a large amount of data [1]. The health 

care data is heterogeneous in nature as it includes 

Pharmacy information, doctor’s prescription, 

laboratory reports, Electronic Health Reports (EHR) 

of the affected people, medical images, pharmacy 

information, clinical reports and insurance related 

stats provides a plenty large amount of data to the 

big data. If this data is wisely used, it can result in 

very useful insights in this disease prediction with 

higher accuracy. Medical images and medical 

signals are important source of data. Because of the 

heterogeneity of data it becomes more difficult to 

process this data. Big data analytics play an 

important role when it comes to healthcare industry 

because traditional methods cannot be used for 

processing of this data as they are slow and it 

becomes difficult to achieve consistency in data 

while using traditional method [1]. A large amount 

of medical records is already available which can be 

analyzed to extract the hidden information. 

Different tools are available which can be used 

analyze the medical data so that meaningful 

relations can be found. 

It is not that applying ML could be a solution to the 

same but also analyzing the huge chunk of data 

precisely and applying the necessary pre-processing 

is very important. Big data as the name suggests that 

the dataset being is really large and so it can result 

in high accuracy and reliable system. Working with 

smaller dataset may lead to higher accuracy but that 

system is not reliable enough because it may not 

have covered all the cases that creates the 

foundation of the trained model. 

Machine Learning can be integrated with Big Data 

Analytics for increasing the capabilities of the 

current healthcare system and to make it more 

dynamic [2]. A prediction system can be built by 

applying Machine learning to the available medical 

data. This prediction model can be used to detect the 

disease at an earlier stage so that necessary steps 

can be taken to cure the disease. A real time 

application can also be developed which can 

connect the patients residing in remote areas with 

doctors, providing ease for both sides. This effort 

not only tell about diabetic status of a person but 

also tell if a person is likely to have diabetes in near 

future. By this the person can adopt necessary 

changes in his\her lifestyle to be safe from this 

disease. 

  

3. ANALYZING DATA USING HADOOP 

 

In this study Hadoop is used for analysis of the 

diabetes data. As traditional data management 

system are not capable of processing a large amount 

of data, Hadoop can be considered as a solution to 

this problem [3]. It is a framework, written in JAVA 

and developed by Apache Software Foundation. 

Hadoop provides different tools to store manage and 

process a large amount of data [4]. 

 

3.1. Dataset 

Gathering the data is an important aspect during the 

process of analysis. Quality of the produced result 

directly depends upon the quality of the dataset 

used. The below used dataset is the PIDD (Pima 

Indian diabetes dataset). Pima Indian diabetes 

dataset is natively from the NIDDK (National 

Institute of Diabetes and Digestive and Kidney 

Diseases). The dataset contains 8 attributes on total 

and outcome which has one of two values 1 or 0, 

indicating that the patient is diabetic or not 

respectively. 

The dataset includes the following attributes:  

• Pregnancies 

• Glucose 

• Blood Pressure 
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BMI 

• Skin Thickness 

• Insulin 

• BMI 

• Diabetes Pedigree Function 

• Age 

• Outcome 

 

3.2. Architecture of the Proposed System 

This dataset appears clean on the very first 

glimpse. The deeper understanding of the 

considered dataset reveals that some biological 

features possesses abnormal values. Features like 

Skin Thickness and                                                                                                                                                                                        

Glucose had some values as zero. Removing those 

values could result in considerable and valuable 

information loss, so pre-processing of data was 

required to replace the inappropriate values with 

some other figures, mean value replacement was 

stood among the best possible method to eradicate 

the missing values in the data set. Only zero values 

in the dataset were equalized. Outlier analysis was 

done for better understanding but larger outliers 

were not taken in account. 

After this fundamental pre-processing, data is 

loaded on HDFS(Hadoop distributed file system. 

Processing tools Hive and Pig are used for the 

analysis purpose [5].  

The outcomes, generated from the analysis are then 

converted into graphical representation using Power 

BI. The complete process is depicted in the 

following block diagram – 

 
Figure 1: Architecture Diagram of proposed system 

 

3.3. Experimental Results 

Various queries are applied to the available data 

using Hive and Pig to generate the desired 

outcomes. The prime objective during this research 

is to find out that how to several factors like age, 

BMI etc. affects the chances of having diabetes in 

various persons. The below graph shows the 

variation in the count of patients having diabetes 

with varying BMI – 

 

 
 

 

Figure 2: Number of patients for different ranges of BMI 

 

4. PREDICTION MODEL USING MACHINE 

LEARNING 

 

Diabetes can affect entire body and can affect many 

of its metabolic processes. If it is undiagnosed that it 

can increase the probability of having stroke, 

paralysis & can also make body susceptible for 

many other diseases. If blood sugar level rises 

higher than a given limit can cause vomiting and 

unconsciousness. Further it can lead to loss of 

vision of the patient by damaging the optical setup 

of the body. Furthermore it result in thickening of 

blood that can result in two consequences. First it 

can make blood so thick that it become difficult for 

heart to pump the blood out. Secondly it can cause 

the blood to form clots in brain leading to serious 

health condition leading to death. In this model we 

have used machine learning techniques to train a 

model which can be trained by current data and then 

used to judge that patients is diabetic or non-

diabetic. ML algorithms such as Artificial Neural 

Networks (ANN), Gradient Descent, and Random 

Forest have been used. 

 

4.1. Artificial Neural Network 

Artificial neural networks is technique of copying 

the functionality of human brain [6]. The brain is 

combination of neurons, similarly an artificial 

machine is developed which contains collection of 

nodes called neurons, each node of this system has 

some weight assigned with it which is used to 

define the importance of that node in the system and 

in the final result the contribution of that node is 

taken according to weight on it [8]. An artificial 

neural network contains multiple layers ONE is 

considered as input layer, middle layers are 

considered as hidden layers and final or last layer is 

considered as output layer. 

Artificial Neural Networks (ANNs) have emerged 

as a powerful tool in predicting diabetes, leveraging 

their ability to learn complex patterns from large 

datasets [9]. By mimicking the structure and 

functioning of the human brain, ANNs can 

efficiently process diverse inputs, including patient 

demographics, clinical parameters, and genetic 

factors, to generate accurate predictions. Through a 

process of iterative training, ANNs adapt their 

parameters to optimize predictive performance, 

Number 
of 
patients 
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enabling them to identify subtle relationships and 

nonlinear dependencies within the data. This 

adaptive learning capability makes ANNs 

particularly well-suited for diabetes prediction, 

where multifaceted interactions among various risk 

factors influence disease onset. Moreover, ANNs 

exhibit robustness in handling noisy and incomplete 

data, enhancing their utility in real-world healthcare 

applications [10]. Thus, ANNs represent a 

promising approach to enhance early detection and 

management of diabetes, offering insights that can 

inform personalized treatment strategies and 

improve patient outcomes. 

 

The transfer function Z for is defined as: 

Z = ∑i=1 to n Xi * Wi + X0 * W0    

(Where X0 =1 bias value) 

Sigmoid activation function defined as: 

G (Z) = 1/ (1 + e-z)    (ii) 

 

4.2. Gradient Descent (GD) 

GD algorithm is used for optimization, it is 

basically used to minimize cost function of various 

machine learning algorithm. 

Optimization algorithm refers to the task of 

minimizing/maximizing an objective function f(x) 

parameterized by x. Similarly, in machine learning, 

optimization is the task of minimizing the cost 

function parameterized by the model's parameters. 

The main objective of gradient descent is to 

minimize the convex function using iteration of 

parameter updates. Once these machine learning 

models are optimized, these models can be used as 

powerful tools for Artificial Intelligence and various 

computer science applications. 

 

Types of gradient descent algorithm are: 

Batch Gradient Descent: In this type of gradient 

descent all the training example are processed in 

single iteration. 

Stochastic Gradient Descent: here, for every 

iteration one example is processed and all the 

parameters are processed after single iteration [11]. 

  Mini Batch Gradient Descent: In this type of 

gradient descent a batch of training examples are 

processed per iteration and after processing the 

parameters are updated. 

 

Cost function is defined as: 

J(θ) = (1/2m) Σi = 1 to m( hθ(x(i))  - y(i))2
 (iii) 

Repeat { 

 θj = θj – (α/m) * Σ( hθ(x(i))  - y(i))xj
(i)  (iv) 

    For every j =0 …n  

} 

Where m = number of training examples 

α = training rate 

x(i)  = Input Parameters 

y(i)  = Output Values 

 

4.3. Random Forest Algorithm 

Random Forest Algorithm is an algorithm which is 

used for unsupervised ML and possibly used for 

both classification as well as regression. The basic 

building block for random forest is decision tree. 

Decision tree can be understood as a series of true 

or false questions [12]. 

 

 
 

Training Algorithm Accuracy 

Gradient Descent 79.60 

Random Forest 78.84 

ANN 75.55 

Figure 3: Accuracy% by different training models 

 

4.4. Real Time Application 

The real time application can be used diabetes 

prediction which would take the features like 

pregnancies count, level of glucose, BP (Blood 

Pressure), Skin Thickness, Insulin Level, Height, 

Weight, age as input and classify the patients into 

diabetic or not, if not the system would predict the 

probability of the patient getting diabetic in future 

[13]. 

The features could also be used to test the chances 

of a patient of getting diabetic in upcoming 3 

months that can warn a person if he need to make 

some changes in lifestyle to avoid this disease. 

 

4.5. Feature Importance 

 
Figure 4: Importance of various dataset attributes 

 

The above figure clearly depicts the importance of 

different attributes taken into consideration for 

predicting the positivity of diabetes mellitus. 

According to the analysis done on the Pima-Indians 

diabetes data the dependency of the outcome on 

different attributes is calculated from the following 

formula: 

nij=wjcj-wleft(j)cleft(j)- wright(j)cright(j)         (V) 

where: 

nij: Node j importance. 

wj: Weighted number of samples reaching node j. 
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Cj: The impurity value of node j. 

left(j): Child node on left of node j. 

right(j): Child node on right of node j. [14] 

 

The figure plots a graph between different attributes 

name and the probability of correctness of the 

outcome considering one particular attribute alone. 

The dependency gini index calculation been used 

which tells us how different features are important 

for predicting a patient to be diabetic or not [15]. 

 

5. CONCLUSION 

 

The above analysis and prediction model have been 

developed on Pima-Indians diabetes dataset, 

according to analysis done there are some factors 

which are very important while predicting patient to 

be diabetic or not, features such as glucose, BMI are 

most important to consider a patient as diabetic or 

not. Apart from these biometric parameters, this 

research work is also incorporated with the factors 

like the background of Indian patients is rural or 

urban. The model is also trained to predict the 

glucose level in Indian pregnant ladies of rural and 

urban area in early pregnancy level which makes 

this research work unique. The efficiency of the 

prediction model can be increased in the future by 

improving the training algorithms on different real 

time datasets by including other biometric 

parameters by using deep learning algorithms. 
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