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Abstract- This paper explores the integration of the 

Proximal Policy Optimization (PPO) algorithm in a 

2D racing game created with Unity, aiming to 

demonstrate AI's transformative potential in gaming. 

By training an autonomous agent within the game’s 

environment, the study addresses challenges in 

environment design and algorithm optimization. It 

focuses on how PPO can enhance performance and 

adaptability in dynamic racing scenarios, offering 

insights into the synergy between game development 

and reinforcement learning. 
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1. INTRODUCTION 

 

In the dynamic landscape of artificial intelligence 

(AI) and gaming, the integration of advanced AI 

algorithms into the development of video games 

represents a cutting-edge intersection. This research 

project emerges within this context, aiming to fuse 

the Proximal Policy Optimization (PPO) algorithm 

with a 2D arcade-style racing game crafted from 

scratch using the Unity development platform [1]. 

Traditional gaming experiences often lack 

adaptability and dynamic interaction, limiting player 

engagement. This study addresses this issue by 

investigating the potential of the PPO algorithm to 

empower an autonomous agent within a 2D racing 

game [2]. The problem statement centers on the 

need for AI-driven enhancements in gaming to 

create more immersive and challenging 

environments for players. The significance of this 

research lies in its contribution to the broader 

discourse on the synergy between AI and gaming. 

By leveraging PPO in a custom-designed racing 

game, the study aims to demonstrate how AI can 

elevate player experiences, opening avenues for 

more sophisticated and engaging gameplay. 

Additionally, the research holds implications for the 

practical application of AI algorithms in game 

development, showcasing the potential for 

transformative innovations [3]-[4]. 

PPO uses an on-policy approach to train a 

stochastic policy. In other words, it investigates by 

sampling activities in accordance with the most 

recent iteration of its stochastic strategy. [5]. The 

training process and the initial conditions both 

affect how random the action selection process is. 

The policy usually becomes less random throughout 

training since the update rule pushes it to take 

advantage of rewards it has previously discovered. 

This could lead to the policy becoming stuck in 

local optima. [6]-[7]. 

The primary research objective is to evaluate the 

effectiveness of the PPO algorithm in training an AI 

agent to master the challenges presented in a 2D 

arcade-style racing game. The hypothesis posits that 

the integration of PPO will result in an autonomous 

agent capable of dynamic adaptation and optimal 

decision-making within the gaming environment 

[8]. The paper is structured to provide a 

comprehensive exploration of the research project. 

It begins with an introduction to the background and 

motivation behind integrating AI into gaming [9]-

[10]. The subsequent sections delve into the 

methodology employed, key findings, and 

implications of the study. The research objectives 

guide the progression of the paper, culminating in a 

conclusive discussion on the transformative 

potential of AI in shaping the future of gaming 

experiences. 

 

2. LITERATURE REVIEW 

 

The integration of AI within the gaming industry 

represents a significant shift towards creating more 

dynamic and interactive gaming experiences [1].  

Studies in the past have explored various AI 

techniques in video games, primarily focusing on 

enhancing non-player character (NPC) behavior and 

game environment dynamics [12]. A significant 

contribution to this area has been the adoption of 

machine learning algorithms to improve real-time 

decision-making and adaptability in games. 

Introduced by Schulman et al. (2017), PPO has 

gained prominence for its stability and effectiveness 

in training policies, particularly in the context of 

reinforcement learning. Its application in gaming is 

relatively recent but rapidly gaining interest for its 

ability to optimize complex decision-making 

processes [13]-[14]. While AI has the potential to 

revolutionize gaming experiences, challenges 

remain, particularly in terms of algorithmic 

efficiency and the design of adaptive game 

environments. Recent studies have focused on 

overcoming these obstacles by refining AI 

algorithms and enhancing their ability to learn from 
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complex environments [15]. The literature suggests 

a growing interest in exploring hybrid AI models 

that combine multiple learning approaches to create 

more nuanced and engaging gaming experiences 

[16]. The potential for AI to adapt to player 

behaviors and alter game dynamics in real-time 

presents exciting opportunities for future research. 

In summary, the literature reveals a strong 

foundation for the use of AI in gaming, highlighted 

by the adoption of advanced algorithms like PPO. 

The ongoing developments [17]-[19] in this field 

suggest a promising future for the integration of 

more sophisticated AI technologies in game design, 

offering a pathway towards more immersive and 

responsive gaming environments [20]-[21]. 

 

3. METHODOLOGY 

 

3.1 Environment Design 

Since an agent cannot be trained on a game from 

which it cannot collect observations, we will need to 

create the game from scratch. For this reason, we 

will be using Unity 2022.3.5f1. The sprites were 

taken from a sprites archive. The scripts for the 

game manager and all the working of the game and 

game objects are written in C#. 

 

3.2 Terrain Generation 

Since the game that we are taking inspiration from 

is an endless runner, that implies that we cannot 

estimate how long to generate the terrain, we will 

need to generate it as we go. So, to procedurally 

generate the terrain, we will be using “Perlin Noise” 

which is widely accepted noise to generate terrain. 

 

3.3 Death Handlers 

As there is no objective for the game other than 

travelling as far as it can, we need to create a game 

over sequence when the player dies. This can be 

achieved if the player’s fuel empties, or the head of 

the driver collides with the ground. 

 

3.4 Scoring 

The scores which would be the factor that would let 

us know if the model is effective or not is their 

score. Score is the amount of distance it has traveled 

from its starting point. For easier understanding, the 

scores will be in “meters” and represented by “m” 

in the game’s UI.   

 

3.5 Agent Configuration File 

To Train the agent, we would need to define a 

configuration file and define some “Proximal Policy 

Optimization Algorithm” specific hyperparameters 

for the model. Some of these hyperparameters are: 

• Beta: 5e-3, strength of the entropy 

regularization, which causes the policy to be 

“more random”. This ensures that agents 

properly explore the whole action space during 

the training providing better learning. 

• Epsilon: 0.2, affects the rate at which the policy 

can evolve during training. 

• Lambda: 0.95, When determining the 

Generalized Advantage Estimate (GAE), the 

regularization parameter is utilized. This might 

be seen as the degree to which, in determining 

an update value estimate, the agent depends on 

its existing value estimate. 

• Num_epoch: 3, The number of times to do 

gradient descent optimization through the 

experience buffer. The permissible size of the 

num_epoch is directly proportionate to the batch 

size. 

• Batch Size: 32, number of experiences in each 

iteration of the gradient descent, 

• Buffer Size: 4096, Number of experiences to 

collect before updating the policy model. It 

offers details on the number of experiences that 

ought to be gathered before the model is updated 

or learned from. 

There is absolutely no constraint for PPO-Clip. This 

makes use of customized clipping in the objective 

function to eliminate motivation for the new policy 

to diverge much from the previous one. The 

equation that was used to update the policy by 

maximizing the PPO-Clip objective is: 

 
where,  

- 𝜃 = Policy parameters 

- 𝒟𝑘 = Set of trajectories obtained by running 

policy 𝜋𝑘 =  𝜋(𝜃𝑘) in the environment. 

- �̂�𝑡 = Rewards-to-go 

- �̂�𝑡 = Advantage estimates based on the 

current value function 

 

3.6 Agent Interaction 

Now that the environment where the agent will 

work is completed, we will focus on the agent now. 

We will be creating an “Agent” which would be a 

script called “AgentAI.cs”. We will also be using 

Unity’s ml-toolkit to be able to interact with the 

episode that the agent is on and reward or penalize it 

for its action. 

   

3.7 Observations 

To observe and sense the information form the 

environment, we will override the default function 

of ML Agents Toolkit called “Collect Observation” 

and we would be asking the “Actions buffer” for 

discrete values. As this is a 2D game, the only 

movement that the player is allowed is go forward 

or backward, which can be further encoded to 0 or 

1. Therefore we know with certainty that the 

player’s action would always be either of these 

values and not in between. Hence the use of discrete 

values 

 

3.8 Action Performed 

We have collected the observations for the agent, 

now it needs to be able to act on these actions. For 

this, we will override another function of the ML 

Agents Toolkit named “On Action  Received”, it 
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takes the Action buffer from the “Collect 

Observation” function and decodes them into 2 

values (as we will only have 2 values from the 

Actions buffer). We will then map them to move 

forward or backward in the game with our 

movement script. This will take care of the 

movement of the agent but now let us work on the 

reward. The function that we overrode, as the name 

suggests, will be called every time the “Collect 

Observation” function would send actions. So, if we 

need to calculate something continuously, such as 

the reward for the agent, we will implement in this 

function.  

For starters, we will take maximum distance 

travelled as 0, and every time the agent travels 

farther than the maximum distance travelled, it 

would receive a reward of 1. And for every 

movement that it goes towards the maximum 

distance travelled, it would receive a reward of 0.1 

for every meter. The same is true for every meter 

that it would travel farther away from the maximum 

distance travelled. 

 

4. RESULTS 

 

The implementation of the Proximal Policy 

Optimization (PPO) algorithm within our custom 

2D racing game has demonstrated notable success. 

Within just a few hours of training, the autonomous 

agent was capable of achieving distances exceeding 

200 meters, a milestone that underscores the 

efficiency of PPO in rapid learning and adaptation. 

This performance surpasses that of comparable 

algorithms, such as the Soft Actor Critic (SAC), not 

only in the speed of learning but also in the overall 

resource economy. The PPO algorithm required 

fewer resources, less time, and fewer training steps 

compared to SAC, highlighting its suitability for 

complex game environments where quick 

adaptation and decision-making are crucial. 

The faster learning rate of PPO has practical 

implications for real-world gaming applications, 

such as in the online multiplayer game "Hill Climb 

Racing 2". Here, PPO could be used to develop 

challenging AI-driven opponents. For instance, 

before a new custom map is released to the public, a 

model running PPO could be used to test and refine 

AI opponents, ensuring that players face highly 

competent and adaptive adversaries. This approach 

not only enhances player engagement but also 

ensures continuous evolution of game difficulty, 

aligning with players' increasing skill levels. 

Moreover, the application of PPO has opened up 

new avenues for exploring more dynamic 

interaction models within game settings [22]. For 

example, the adaptability of the AI can be harnessed 

to modify game scenarios in real-time based on 

player behavior, creating a more personalized and 

engaging gaming experience [23]-[24]. This 

capacity for dynamic adaptation suggests that PPO 

could play a pivotal role in the future development 

of AI in gaming, where the focus is on creating 

responsive and evolving game environments that 

cater to the preferences and skills of individual 

players [25]. 

Below are some of the statistical data stored and 

visualized on Tensor Board: 

 

 
Figure 1: Policy/Entropy graph for the run 

 
Figure 2: Environment/Episode Length for the run 

 
Figure 3: Losses/Policy Loss 

 

Along with that, the running data is shown in Table 

1 for the agent to travel a statically placed terrain of 

length 250m. 
Table 1: Running Data for the Agent  

Number of 

Steps 

Distance 

Reached 

Time Required 

2,100,000 53m 1.319 hours 

4.460,000 134m 2.349 hours 

5,780,000 250m 3.152 hours 

 

5. CONCLUSION 

 

This study has successfully demonstrated the 

significant potential of the Proximal Policy 

Optimization (PPO) algorithm in enhancing the 

dynamics of game AI, particularly within a 2D 

arcade-style racing game developed using Unity. By 

achieving notable milestones in autonomous agent 

performance, with the agent quickly mastering a 

complex game environment and achieving distances 

exceeding 200 meters within a few hours, our 

research confirms PPO's efficacy over traditional 

reinforcement learning methods like the Soft Actor 

Critic (SAC) algorithm. The reduced resource 

requirement, faster learning rate, and fewer training 

steps required by PPO not only underline its 
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efficiency but also its practical applicability in game 

development. 

The implications of our findings extend beyond 

mere technical performance, suggesting a 

transformative potential for AI in gaming. By 

integrating PPO, game developers can create more 

engaging and challenging environments, enhancing 

player interaction through AI competitors that adapt 

dynamically to user-generated content. This 

adaptation ensures a consistently stimulating and 

evolving gameplay experience that could redefine 

player engagement standards. Particularly in 

multiplayer online games, the ability to refine and 

challenge player skills through sophisticated AI can 

lead to more immersive and lasting game 

experiences. 

Looking forward, the application of PPO in game 

development holds promising avenues for further 

research and development. Future studies could 

explore the integration of PPO with other AI 

techniques to create hybrid models that further 

enhance learning efficiency and gameplay 

complexity. Additionally, examining the scalability 

of PPO in more complex 3D environments or its 

integration into VR gaming could unlock new 

dimensions of interactive entertainment. As AI 

continues to advance, its integration into gaming 

promises not only to enhance the realism and 

responsiveness of game environments but also to 

revolutionize the way players interact with and 

shape game worlds. 
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